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ABSTRACT 

Cloud-Computing (CC) is a quickly developing and extended technology 

that grant on request assistance to the users. Many organizations are 

embracing cloud technology as a consequence of its promising features 

like security, flexibility, efficiency, reasonable cost, scalability, freedom 

from backup plan etc. Cloud-Computing (CC) is growing rapidly, but it 

also faces some challenges, like reliability, resource allocation, data 

management, load balancing, fault tolerance, failure avoidance etc. 

Load balancing is one prominent research topic for researchers in the 

field of distributed computing. Many researchers proposed various tech-

niques and approaches for managing the users’ requests efficiently. The 

primary goal of this paper is to enhance the “Ac-

tive_Monitoring_Load_Balancing (AMLB) Algorithm.” The major 

downside of the AMLB algorithm is that it does not check the capacity of 

virtual machine (VM), it only checks their status (available/busy); and 

assigns the load to the available virtual machine (VM)  regardless of the 

load that is accomplished by the available VM. This led to the problem of 

over utilization of the available VM. The proposed technique/algorithm 

named as “Optimized Active Monitoring Load Balancing” (OAMLB) al-

gorithm overcomes the drawback of existing one.  The proposed algo-

rithm is run and tested in cloud analyst using various cloud analyst pa-

rameters. The experiment and analysis of OAMLB shows that it has 61% 

improved performance in regard to both “response time” and “data cen-

ter processing time” with comparison to “Round Robin” algorithm. 

Keywords: “Cloud-Computing(CC), Cloud Analyst, Load balancing, Ac-

tive Monitoring Load Balancing, VM, Response time (RT), Data Center 

processing time (DCPT)” 

INTRODUCTION  

The term cloud referred to as the Network or Internet, which is presently located 

remotely. Cloud-Computing(CC) is pay-as-you-utilize model to clients regardless of their 

area and location [1]. The definition given by “NIST: Cloud-Computing(CC) is a model 

for enabling ubiquitous, convenient, on-demand network access to a shared pool of con-

figurable computing resources (e.g., networks, servers, storage, applications, and ser-

vices) that can be rapidly provisioned and released with minimal management effort or 
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service provider interaction” [2]. Cloud-computing(CC) is an extended form of distribut-

ed computing [3]. Cloud model is composed of five key characteristics including the “on-

demand self-service, broad network access, resource pooling, and rapid elasticity and 

measured Service” [2] [4]. Fig. 1 illustrating the Cloud-computing (CC) environment. 

 

           Figure 1: Cloud-Computing Environment (CCE) 

Cloud-Computing (CC) encompassed three basic models [2] named as “Plat-

form-as-a-Service (PaaS)” is the first model, “Infrastructure or Hardware-as-a-Service 

(IaaS/Haas)” is the second model and the last model is “Software-as-a-Service (SaaS)”. 

 

                      Figure 2: Service Models of Cloud-Computing (CC) 

Cloud provides four deployment models that are represented in figure 3. Public, 

Private, Community and Hybrid cloud. 

 

    Figure 3: Deployment Models of Cloud-Computing (CC) 

            The primary benefits of Cloud-Computing(CC) are: less investment cost, upgrad-

ed performance, unlimited storage space, data backup and restoration, convenient availa-

bility of information, quick deployment, simplified scalability of services, deliver new 

services etc. [4]. 

The techniques/algorithms/polices used in cloud environment includes “Round 

Robin” (RR) algorithm, “Equally Spread Current Execution (ESCE)”, “Throttled” and 
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proposed algorithm named as “Optimized Version of Ac-

tive_Monitoring_Load_Balancing (OAMLB) algorithm”. The descriptions of the follow-

ing load balancing (LB) algorithms are as follows: 

 Round Robin (RR) algorithm 

   “Round robin (RR)” algorithm [9] executes processes in a circular order based 

on their arrival time for fixed time quantum. All processes in the ready queue execute the 

process for this fixed time quantum. If a process’s burst time (BT) is less than the set time 

quantum (TQ), then the subsequent process in the queue begins its execution[18] [20]. It 

is one the simplex scheduling techniques. Round Robin Algorithm make use of the prin-

ciple of time scheduling [20]. 

Equally Spread Current Execution Algorithm 

This algorithm redistributes the workload by evaluating the resources and allo-

cates the load to the virtual machine (VM) with lower usage, effectively balancing the 

load across the systems. The load balancer maintains the queue [25]. This algorithm ran-

domly checks the size of the load coming and works continuously by allocating the load 

to the Virtual Machines (VM) that is lightly loaded [25].  It is a dynamic load balancing 

(LB) algorithm that decide the priority by inspecting the size of the process. The load 

balancer examines the incoming jobs and then assigns these jobs to servers that are avail-

able. The load balancer also updates the list of the incoming jobs [21]. Here, major goal 

of data center is to communicate the user request to the Virtual Machine (VM) identified 

by the id [7]. 

Throttled Load Balancing Algorithm 

It is an effectual approach [10], where users request are given to the Data Centre 

Controller (DCC) [21]. “Throttled” VM Load Balancer takes responsibility of keeping a 

virtual machine list and their states whether available or busy [22]. First all virtual ma-

chines states are set available. When DCC gets the users request it asks VM load balancer 

about virtual machine [5]. VM Load Balancer (VB) checks the VM index table from 

starting and sees which virtual machine (VM) can handle that particular load or index 

table is fully scanned. If appropriate virtual machine found then only VM load balancer 

returns the id of that particular virtual machine to Data Centre Controller (DCC). Then 

DCC allots the incoming job/requests to that particular virtual machine recognized by id 

[23] [20]. After that Vm Load Balancer modifies the allocation table and if appropriate 

Virtual Machine(VM) not found then Vm Load Balancer returns minus 1 (-1) value to 

DCC and DCC put the request in queue [18]. After finishing the processing of the allo-

cated request response cloudlets are sent to DCC which in return send notification for de-

allocation [24]. 

            Load-balancing (LB) is the procedure of distributing the load on the various nodes 

which provides best resource utilization when nodes are overloaded or under loaded with 

jobs. Load balancer is required for efficient load balancing as it keeps the index table, 

that keeps the information of status of VM i.e., whether the VM is Busy/Available, of the 

available VMs. Number of techniques like “Round robin” Algorithm, “Active Monitoring 

Load Balancing Algorithm” and “Throttled Algorithm” etc., have been proposed to over-
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come the problem of load balancing. Many researchers have done their work for balanc-

ing the load efficiently.  

           The motivation of this research work is to determine the best technique for the dis-

tribution of load, which is appropriate for the requested job with respect to different per-

formance parameters i.e., average response time, datacenter processing time etc., so, as to 

reduce the network traffic by balancing the load efficiently. The key contribution of this 

study is to present an optimized version of AMLB algorithm by assigning the load to the 

least loaded VM in order to avoid the overutilization of VM. Moreover, to compute the 

response time of the proposed algorithm i.e., “Optimized Active Monitoring Load Bal-

ancing”(OAMLB) Algorithm for the request of the user. Furthermore, to calculate the 

response time of the user request to the “Round robin” algorithm. 

           The paper is categories as follows: Section II explains the work presented by dif-

ferent authors in the field of cloud regarding load balancing. Section III explains the 

problem statement of our research work. Section IV briefs about the proposed methodol-

ogy and technique. Simulation setup and modeling i.e., application and resource model-

ing is explained in V. Section VI demonstrate the results and comparative analysis. Sec-

tion VII presents the conclusion and outline potential of future research.  

LITERATURE_REVIEW  

Cloud_Computing (CC) is the rapidly growing technology that gives many ser-

vices and advantages to the users. Cloud-Computing (CC) provides many of the benefits 

in case of performance matrices to its users but increasing number of consumers results in 

an increasing traffic that effects the balancing of the load. In Cloud-Computing (CC), one 

of the primary challenges is “load balancing”. Many techniques/algorithms have been 

proposed to address the issue of load balancing. Numerous researchers have conducted 

extensive research in this field to enhance cloud technology, scaled with different param-

eters including response time, waiting time, CPU utilization etc. Some of the work done 

in this field by many researchers is as follow. 

Narale et.al., [5], proposes the algorithm that mainly focus to minimize cost for 

data center transferring, cost for total Virtual Machines (VMs), Data Center Processing 

Time (DCPT) and Response Time (RT). This study is undertaken for the hybrid cloud by 

adding user bases from public and private cloud. And the results shows the great reduc-

tion in response time, data processing time and cost. Ramadhan et.al [6], proposed exper-

imental load balancing model considers factors such as overall response time, request 

servicing, datacenter loading and tariff details of VMs obtained from the simulator to 

generate its output. The Cloud Analyst tool integrates the “Throttled” algorithm, which is 

commonly used by load balancers in cloud environments, where the response time is be-

tween the average ranges between the Ub1, the sources where the user’s requests are sent 

to server, and other.  

Keswani et.al [7], perform the critical analysis of algorithms using the Cloud An-

alyst tool. He included following algorithms for his study i.e., “Round robin”, “Throttled” 

and Equally-Spread-Current-Execution algorithms. The simulation is carried out using 

Eclipse Neon.3, JDK 1.8. This algorithm is implemented for IaaS model in cloud envi-
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ronment and results shows the significant outcomes in terms of response time, data center 

processing time and total cost. The conclusion that comes to an end is that the “Throttled” 

algorithm is better among all. Phi et.al., in 2018 [8], proposes the Throttle Modifies Algo-

rithm (TMA) to increase the response time of virtual machine in the cloud on cloud to 

deliver best services to end-users. This algorithm is implemented in Cloud Analyst tool of 

Cloud Sim Toolkit and it improves the response time (RT) and processing time (PT) of 

cloud data center (DC). Fatima et.al., [9], Proposed a hybrid algorithm that include both 

the properties regarding  “Throttled” and “Equally Spread Current Execution algo-

rithms”. The major goal of this algorithm is to overcome all the downsides of the “Throt-

tled” and the current execution algorithms.   

The above algorithm maintains the index table of the virtual machines and also 

the state of the VM’s like they are busy or not. Here the data center allocation and there 

cost is more accurate than others. Meftah et.al., [10], proposed a model for studying the 

consequence of the service broker policies under the different configurations of the data 

centers(DC). “Round robin” (RR), “Equally Spread Current Execution” and throttle were 

used for the study. The evaluation of Load Balancing (LB) algorithm will be based on the 

overall “response time (RT)” of application, as well as, the “total processing time” spent 

by data centre in handling the requests. 

Falisha et.al., [11], discusses the different LB algorithms used in Cloud-

Computing(CC) and thus determines the overall cost, requesting services and overall re-

sponse time in virtual machines  to check which algorithm works best to handle the load. 

The results concluded that the ESCE algorithm handles the load in the Cloud-Computing 

(CC) in terms of average response rate. Alworafi et.al [12], presented “An Enhanced 

Task Scheduling Deadline-Aware based model” to lessen the makespan and escalating 

the utilization of resources within the defined deadline constraint. The proposed tech-

nique arranges jobs in ascending order based on their priority length. The presented tech-

nique improves the performance by lessen the “average of makespan, the mean of total 

average response time, the number of violations, the violation ratio and the failure ratio”.  

Rani et.al., [13], presented the technique that has combined features of “Round 

robin”, “Throttled” and ESCE algorithms. Goal of this paper is to decrease the overall 

response time and data center processing time. Banerjee et.al [14], proposed Generic RR 

algorithm for real time system for adjusting time quantum dynamically so that the generic 

algorithm improve performance by reducing “average waiting time, turnaround time and 

number of context switches” as compared to RR, also to overcome the operating system 

overhead. Indusree et.al., [15], proposed an “Enhanced Round robin Scheduling Algo-

rithm” has been proposed, incorporating a burst-time based time quantum calculation 

method that determines the time quantum on the burst time of processes already in the 

ready queue. According to results, the “Enhanced Round Robin Scheduling Algorithm” 

yields a reduction in the turnaround time, the waiting time and a decrease in the context 

switching in comparison to RR algorithm.  
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Problem Formulation 

Cloud environment provides better services to the users. With the increase in the number 

of users on cloud, the existing resources hosted on the cloud will become unavailable to 

some extend which results in the problem of delay between user and “Cloud Service Pro-

vider (CSP)”, so it becomes necessary to balance the load in such a way that none of the 

resource is overloaded nor under loaded due to which there is more chances of failure 

occurrence and wastage of resources. The major purpose of this research work is to max-

imize the performance of “Active Monitoring Load Balancing Algorithm”, whereas the 

major downside is, it doesn’t check the capacity of the VM instead it checks VM status 

and assigns load regardless of load already assigned to the VM.   

Proposed Algorithm/Technique 

          This paper presents the improved version of AMLB algorithm named as “Opti-

mized Active Monitoring Load Balancing (OAMLB) algorithm”. AMLB algorithm is the 

load balancing algorithm and it balances the load by assigning the load to the available 

VM, but, its major disadvantage is that it doesn’t check the capacity of VM instead it 

checks the status of the VM i.e. available/busy. This lead to the problem of over utiliza-

tion of VM. In order to overcome this problem this research paper presents the new ap-

proach for balancing the load efficiently i.e. OAMLB. The proposed algorithm checks the 

capacity of VM instead of state of VM.  First user submits request, these requests are 

made for Twitter and this data is considered as input data for processing. These requests 

are passed on to the datacenter controller, contains the physical components for storage, 

datacenter controller receives the requests and passed these requests to the load balancer 

named as “Optimized Active Monitoring Load Balancing Algorithm”(OAMLB). Here, 

the working of proposed algorithm starts. Load balancer maintains the index table of all 

available VMs. When the user requests are passed on to datacenter controller, it first se-

lects VM randomly, the status (available/busy) of the selected Virtual Machine (VM) is 

checked, if it is busy then load balancer selects any other VM. If not then load balancer 

checks the current allocations of that selected VMs, number of requests that are currently 

accomplished by the selected Virtual Machine (VM). If number of requests accomplished 

by the VM is less than average allocations of the selected VM then the request is assigned 

to that VM. If number of requests accomplished by the Virtual Machine (VM)  is greater 

than average allocations of the selected VM then the request is allocated to any other VM 

having less average allocation so as to balance the load in such a way that neither of the 

VM is over loaded nor under loaded. 



An Optimized Active Monitoring Load Balancing Algorithm using Cloud Analyst Tool 7 

 

Figure 4: Proposed OAMLB Algorithm 

Modeling and Simulation Setup 

In this scenario, we are using Cloud Analyst with Java programming in Eclipse 

for hardware used in the form of Intel Corei5 with 8 GB RAM. Cloud Analyst [7] [8] is 

a GUI based tool based on the Cloud Sim architecture. It has been developed at Universi-

ty of Melbourne. In this simulation there are 20 user bases [1] that holds the user requests 

and 5 datacenters and each datacenter has 25 VMs [16]. 

Resource Modelling  

Table 1 shows the assumption at the level of virtual machine specification and 

physical machine that is used in this simulation. 

Table 1: Physical parameters of Data Center 

Parameter of Datacenter Values(used in Simulation) 

VM-image size 10000 

VM-Bandwidth 1000 

VM-Memory 512 

VMM of Datacenter Xen 

OS of Datacenter Linux 

Memory per machine of 

DC 

204800 

Storage per machine of DC 100000000 

Grouping Factors on Re-

quest   

400 

Executable instruction 

Length 

500 

Available per BW of DC 1000000 

Processing speed of DC 10000 

Application Modelling 

The number of internet users increases in the evening from 7 p.m to 10 p.m. The 

number of social media users are recorded up to 2.5 billion, recently. We considered the 

traffic load of popular social networking site like Facebook in our simulation. Active us-
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ers recorded over 2.45 billion in 2019 [17]. In our simulation, we observed that the most 

users use Facebook in evening from 7:00-9:00 pm. 

Table 2: Assumption of Application Usage 

Regions User(million) 

“North America” (R0) 247  

“South America” (R1) 271.1 

“Europe”( R2) 385  

“Asia”(R3) 396  

“Africa”( R4) 139  

“Oceania”(R5) 15  

RESULTS AND DISCUSSIONS 

Response time: 

For each user base the “response time, hourly based response time and the overall 

response time” computed by Cloud Analyst for each load balancing technique. The graph 

indicates that there is decrease in “average response time” of both “Round robin” and 

“Optimized Active Monitoring Load Balancing Algorithm” as the no. of VMs increases. 

But, graph clearly specifies that the on increasing number of VMs average response time 

of OAMLB is much smaller as compared to the RR algorithm. It means that OAMLB 

algorithm increases the performance up to 61% in regards to “average response time”. 

 

Figure 5: Comparison of Response time (RT) of RR & OAMLB 

Average Datacenter Processing Time (DCPT): 

Graph below depicts the results on the basis of average response time. On X-axis 

number of VM’s are mentioned and on Y-axis average response time is mentioned. It is 

evident from graph as the number of VM’s multiplies average response time of both 

“Round robin” and “Optimized Active Monitoring Load Balancing Algorithm” decreases 

i.e. number of VMs has inverse relation with “response time”, when the number of VMs 

increases average response time decreases. But, graph clearly specifies that the on in-

creasing number of VMs average response time of OAMLB is much smaller as compared 
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to the RR algorithm. It means that OAMLB algorithm increases the performance up to 

61% in terms of “average response time”. 

 

Figure 6: Comparison of Avg. DC processing of RR & OAMLB 

Response Time by Region: 

Below graph represents the average response time(RT) of each user base of both 

existing algorithms i.e., “Round robin” and proposed Optimized Active Monitoring 

(LBA). It clearly specifies that the response time of the proposed OAMLB algorithm is 

lesser than RR in each region.  

 

Figure 7: Comparison of Response time of OAMLB & RR on hourly bases in each user 

base 

Comparative analysis 

Two load balancing techniques/algorithms named as “Round robin” (RR) and 

“Optimized Active Monitoring Load Balancing” (OAMLB) are compared in this paper. 

Table 4 demonstrates the comparative analysis of two algorithms i.e. “Round robin” (RR) 

and Optimized AMLB algorithm and the results simulated by cloud analyst tool. 
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Table 4: Comparison Results of RR and OAMLB 

Algo-

rithms “Round robin” ( RR) Optimized AMLB (OAMLB) 

No. of 

VM’s 

Average Re-

sponse Time 

Avg. DC pro-

cessing Time 

Average Re-

sponse Time 

Avg. DC pro-

cessing Time 

5 3273.55 3273.55 3226.24 3226.24 

10 3272.11 3272.43 3221.87 3221.57 

15 3271.09 3271.39 3220.06 3220.26 

20 3271.04 3270.34 3219.03 3219.33 

25 3270.05 3269.55 3218.03 3218.43 

CONCLUSION AND RECOMMENDATIONS 

Cloud-Computing (CC) is the immense area of research and the prominent re-

search topic is load balancing so this study primarily focuses on the load balancing. Load 

Balancing (LB) aims to enhance satisfaction of users and optimizing utilization of re-

source, while simultaneously minimizing response time and reducing the number of job 

rejection. Several algorithms/techniques for balancing the load efficiently have been pro-

posed. We have simulated two load balancing (LB) algorithms for the execution of the 

user requests in the cloud environment. The performance of the algorithms has been ob-

served using the various scheduling parameter like “Response time, DC processing time 

and Cost”. In this paper, according to the experiment and analysis the proposed Opti-

mized AMLB algorithm has 61% improved performance in regards to both Response 

Time (RT) and DC Processing Time (DCPT) with compared to existing “Round robin” 

(RR) algorithm. In future, more work on Optimized AMLB algorithm can make the pro-

posed technique more ideal in cloud environment. 
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